- ENVISIONING OUR FUTURE

WITH ROBOTS & Al
e Opportu:nities & chElenges
114 " ENVISIONING OUR FUTURE
- WITH ROBOTS & Al
I I Opportunities & challenges for Europe
| : . I | ’ v
*' ' € . (. A Design Lab ARTDé115 SENYAO WANG

Week 1 30/01/2025 — Week 524/02/25




PROCESS

Sketches Visual experiments illustrates Interaction Design

i =
b - '\.' cl- =L . : ‘g
Lot o T T . IRy w o =
My o fIPP -] i Z
t‘: = —-.‘-;a & g b} 3 ot k) & z DeCIm MO I ¥
X 3 3 | - - 3 =y v . ; .
o B2 N g "; g P ol EXTENSTON e
— e v Tt v s
I T 0§ “1 1 == X M= @ FREE : S
o A & & -+ 3 2 E
23R oy .
J 8 3y % R 3
€ P TT TR k.
3 =0 <k T 2 3 O 2
Y ? [ L 9 Ky s =
| A iz :J
¥ 3 T L =
= =1 F y o { &
| '%x 3-‘-_ { :, v, ’
S - 4 : & ;
to= \ s 3%
A
PaAY

ool

Fedge )

4

_ ‘ e gocmnvmgmg;; I_ A Am ._i | o |.

e . c o
r1iigy o o) B0 % A

3 &= X = 22 pxYs AN = - e e Y

'51 = = T & & &

I e 8 ¥ A 4 J - - ot £ &l ;

-4 % N = o e % ART L BuaT satiLe ERTENLIGN  EILTION GAME

¥ P LV O@®IE M M P T v

SREE T e : ;

: AL E® L33 w

= w = N n T L L o =
;- %\ — i‘ ; =g X g 51_ T sauBIC FraT STREAM  TRABE  vipEO  WALKIMPoWE
§ .l'-'\‘ ? § -.‘. -1‘._

S SO e w
Q\\ '-'3‘-?- & o

RITE L WATHIUE - STREAMES |
5 : MAELR. 3

WEBS LT ST REAM

C .
- — H EXTEAs i ofD|

W DEQ

DESLGN

ART BicTron



PROCESS PROCESS

AS Zine Sketch A6 Zine Sketch

——

>
.
.
.
o
o
.
o
o
.
o
.
.
.
.
.
o
.
o

.
ot
.
o
o
»
o
.
o
o
o
.
o
o
.
o
g g
LN o
‘e .
LTSRS

'

®
|
E
_




INTERACTION DESIGN | "APP-TITUDE"

"App-titude” is a conceptual game that explores digital identity. In

this digital age, our identity is no longer merely a name or a number;

it is an "Al Identity Sequence” continuously learned, predicted, and
shaped by artificial intelligence within a vast data network.

This sequence influences our eligibility for financial services, the
protection priority assigned by autonomous driving systems, the
accuracy of medical decisions, and even whether our privacy is
compromised,
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This App constructs a visual "Al Identity Growth System" where users,
represented by a red dot, navigate through a maze built from data
trajectories.

The maze is ever-changing, reflecting how Al adjusts its judgments based
on individual behavior and forms an identity model that may ultimately be
beyond personal control.

In this interactive experience, you will embody your own "Al identity,"
engaging in a daily game of monitoring and counter-monitoring with the
data maze.

Can you control your digital identity, or have you already become part of
the data torrent?



INTERACTION DESIGN 2 SYMBOLIC Al HANDBOOK  CAPTCHA (

I'm not a robot

Select all images below
that match this one:

er the following:

pay e

ferryman

Enter the following:

frankly

my dear ; | et
Y:ur »'Q:::rd — BUL W

T mre

gR | coffee

Use the arrows to rotate the object to face
in the direction of the hand. (3 of 5)
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Your Answer BOLYE media
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Are You Human?
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By signing up, you agree to the Terms of Service and Privacy Policy.

Problems signing u

Are you a robot ?

I'm not a robot




INTERACTION DESIGN 3 CREATE A MOOD GRAPHIC ABOUT THE FUTURE OF Al
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\1 Happiness Sadness Shocked
STEP2

Based on your feelings,
assign percentages to
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Angry Loathe Fear
FOI’ example Your emotion name
Cynthia
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AS ZINE OUTCOME

TWO CONTRASTING
SCENARIOS FOR OUR

Thirty-five years ago, the United Nations defined 17
Sustainable Development Goals reflecting the fundamental
challenges to humanity. Within a period of 20 years,

y in a
Atificial General (AGI) in the

service of humanity.

Most imps y, dirty, heavy, and

work has been taken over by robots. Work is shared
among European men and women, and no citizen has to
work more than 20 hours per week for pay.

People live in safe cities and communities. Social robots
support educators and i in ing children’s
individual capabilities and giving everyone access to
information, education and life-long learning.

THE UTOPIAN SCENARIO

OV ELIVE]

In 2016, the European Parliament called for ethical and legal councils
to support national in the of

Al and robotics policies. These policies should not only aim to raise
advantage of the opportunities but also consider ethical and cultural
values.

The aim

should not be to mitigate the harm and negative effects of robots
after they have already been introduced into society but instead to
proactively take stock of the impact of this technology in advance. In

Austria, the Federal Ministry for Transport, Innovation and
B

E ’: 1o this call by inating experts

for the Austrian Robotics Council in 2017. Members of this council
come from various discipli including

engineering, computer science, law, the social sciences and
«economics and also include representatives of the Austrian Chamber
of Labour and the Austrian Federation of Industry.

The Austrian Robotics Council’s mandate is to provide expertise and
policy recommendations to the federal minister with regard to the

development [EVER  of an appropriate robotics and Al strategy.

The work of this council builds on various existing international
initiatives, including the Foundation for Responsible Robotics ; the

iece A=) rganisation, which published a comprehensive report on
ethics and Al at the end of 2017; and the European Initative for

ko

Responsible Research and Innovation.

But responsible technology development in this area is not only a
matter of academic experience, but also a new approach to human
rights and its ability to create an inclusive dialogue among

all stakeholders researchers and educators, business and
industry innovators, and civil society organisations and policymakers.
Moreover, responsible robotics takes a proactive approach, which
already thinks about ethical and societal challenges when and before
the technology is developed.

The main pillars of a responsible robotics and Al strategy are
responsible research, education, law and regulation, and collaboration.

THE DYSTOPIAN SCENARIO
I

>«
Thirty years ago, a handful ::
of corporations (the G5) had ><

collected substantial amounts
of data from the population.

The European Union tried
to reclaim control, but
policymakers could not
keep pace with the rapid Al
development.

Only well-educated people
with specific skills have access
to well-paid jobs, while the
majority are either unemployed
or working under precarious
conditions.

Furthermore, the simulated
emotions and symbolic actions
of robot companions  hold
the prospect of controllable
personal relations.
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Al bias

ETHICAL CHALLENGES
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A RESPONSIBLE ROBOTICS

STRATEGY

Responsible research:

A responsible and sustainable robotics and Al strategy therefore requires
interdisciplinary research programs drawing upon engineering, the natural
and computer sciences, and humanities and social sciences alike.

Education and information:

Financial market crashes
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Self-driving accidents

Medical robot errors

TRy

Privacy issues

A responsible robotics strategy needs to raise awareness and promote

public consideration and inclusive dialogue - preferably also with
icipati the

issues

use of robotics and artificial intelligence in Austria.

Laws and regulations:

We need responsible regulations
to ensure that robots are implemented
in society with due regard to human rights
and that social injustice does not arise or
become amplified.

more
and
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As robots become
increasingly autonomous,
who should bear ethical
or legal responsibility is
unclear.

If an Al system operates
on the financial markets
and causes a crash, who is
responsible?

If a healthcare robot gives
the wrong medication to a
patient, is this the human
nurse’s responsibility?

Another challenge is privacy.
We may interact with a
robot but not know what the
robot records and where the
data goes. Does it go to the
robotics company?

Is the data sold to a third
party or even a government?

Collaboration:

ENVISIONING OUR FUTURE
WITH ROBOTS & Al

Opportunities & challenges
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many of the problems related to robotics, autonomous systems and
artificial intelligence can only be solved through extensive cooperation
among the relevant interests and stakeholder groups

within each individual country but also within the EU and its institutions.

CHALLENGES &
HURDLES FOR
POLICYMAKERS

ALONG THE
WAY

In order to make robotics and Al more
responsible, a number of challenges and hurdles
need to be overcome. One of these problems
has to do with the nature and different aspects
of expertise. The kind of expertise needed to
address these challenges is transdisciplinary in
atleast two senses. First, within academia, it is
not enough to only have technical knowledge or
only have expertise in the humanities or social
sciences. To understand these problems, we.
eed more people operating at the intersection
of these fields. Second, we need to connect
this academic expertise with what is going on
in industry and policy. There s often a wide gap
between the two spheres. We need to think
about institutional bridges connecting the two.

Community
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Robots and Al are considered game changers
and key drivers of economic growth and wealth
in the coming decades. However, critical voices
emphasise that these technologies are also
accompanied by ethical and legal challenges and
forecast fundamental changes in society.

But not only experts, also citizens are ambivalent
about robotics and Al. But not only experts, also
citizens are ambivalent about robotics and Al

The majority of people think that robots should be

used to take over dangerous work like exploring

space, and many of us would use robots to clean =
our flats, but only a minority think that robots

should take care of our elderly and our children.

California, one of the first US states to allow high

autonomous cars on its streets, has recently
| | experienced “robo-rage” in which humans attack
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But not only experts, also citizens are
i about robotics and Al. The 2017

OO0 >+

Eurobarometer survey reveals that 72 percent Q Q
of EU citizens fear that robots will take their

jobs. 1 A representative public opinion poll on

robotics and Al in Austria found that the half Q Q

of citizens have a positive attitude towards

robotics, while the other half are sceptical or
worried about it (see Glancing and Hacker, —

2017).
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SCIENCE AND FICTION
I i

Contemporary
Al systems .
E fall—without '
exception— -
O into the
o category of 1 i
L narrow Al. Gl
L
O John Searle
> o. aguedin
the “Chinese
WZ oom
Q 9 argument”
) — thatwhiea ’ " Y
¢y ©  computercan
DL T manipuate
symbols, it c Al systems ot the category of
o ! narrow Al. They perform well on a relatively small portion of the tasks
< cannot truly that humans are capable of. However, even now, some systems can
understand outperform humans in very specific tasks, e.g., computer programs
[y RSN have beaten the world’s best chess and GO piayers, defeated humans
them. PO o in the television quiz show Jeopardy! and sur the capabilities of
(O €S humans in image recognition . What is more, robots and Al programs
® S o today are able to converse in natural language, and with machine-learning
@) O S e capabilities, Al syst able (o lean tasks from scratcl
daqe oS Qi oo without having to be programmed by a human beforehand.
T A Nevertheless, it does not seem feasible for a
o r0bot to win a chess game and then move on
e to mow the garden and help with tidying up—
R all while asking you how
‘The last issue about superinteligence raises shin
E eyt John Searle an old butfundamental fear of humankind:
g L% Chinese Room machines could takeover complete control
k, Argument (1984) and enslave us. This fear has beenaddressed
4 in various sclenc fction moves,incuding
the very famous Marix things.” But how far is
[=]: science from superinteligence?
5 6

Robotics and Al pe our fi d

our society. Existing and emerging technologies in the feld of robotics and

Al clearly present great opportunities for innovators, industry, andcitizens in

Austria and in Europe, This feld wil transform countriesieconomies and lead to

interesting new products and services. More smart objects will be deployed in

industry but also at work and at home, including robotic and Al systems. This is
H

y not be clear
yet, and it is essential to address the ethical and societal issues now.
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CHALLENGES & HURDLES FOR
POLICYMAKERS ALONG THE WAY

Tris pont alo rltes o the
of Gemocracy

Given these challenges, we need
iy to think about ways to support
transdisciplinary research on
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them on an ad hoc basis.
Policymakers need to collaborate
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SYMBOLIC
Al HANDBOOK

A Visual Dictionary for Human-Al Interaction
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CARD OUTCOME
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Happiness

L

Shocked

*

Angry

Emotion
Collection

£

Sadness

A

Fear

A

Loathe

These basic emotions
form the foundation of
complex emotions

#74DF61 emotion 06

#FFE6B30 emotion 02

#F883C9

Fear Angry

emotion 04 #BEBODF emotion 01 #82D8D5 emotion 05

Shoc

Ked | 'Loathe | Sadness



FOLDING CARD OUTCOME

How do you

feel about Al’s
future ?

Let’s Image
your emotion
elements

For example
Cynthia

Happiness

+

Fear

+
Shocked

STEP1

Choose & Combine Your Emotions

Pick up to 4 emotion stickers

Arrange them on your Zine to visually mix your
emotions about Al’s future.

STEP2

Based on your feelings, assign percentages to your
emotion mix.

STEP3

Define & Name Your Emotion
Finally you can name your emotions and complete
a unique personal emotion booklet.

Identify your
emotion report

Your emotion name

ocs

%

%




ETHICAL CHALLENGES

ial market crashes :

P o P P P O
S o O b D
e S = o > o
S 2 o = > o

robot en

TEEEEY

O+ B B

PP — TITUDE

The Life of Al Identity Sequence

As rabots become
increasingly autonomous,
who should bear ethical
or legal responsibility is
unclear.

If an Al system operates
on the financial markets
and causes a crash, who is
responsible?

If a healthcare robot gives
the wrong medication to a
patient, is this the human
nurse’s responsibility?

Another challenge is privacy.
We may interact with &
robot but not know what the
robot records and where the
data goes. Does it go to the
robotics company?

Is the data sold to a third
party or even a government?
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